DevMtg 2019-07-24
Developers Meeting on Weds, July 24, 2019

Today's Meeting Times

® DSpace Developers Meeting / Backlog Hour: 15:00 UTC in #duraspace IRC or #dev-mtg Slack channel (these two channels sync all
conversations)

Agenda

Quick Reminders
Friendly reminders of upcoming meetings, discussions etc

® DSpace 7 Working Group (2016-2023): Next meeting is Thurs, July 25 at 14:00 UTC.
® DSpace 7 Entities Working Group (2018-19): Next meeting is Tues, July 30 at 15:00 UTC.
® DSpace Developer Show and Tell Meetings: On hold until interesting topics arise.

® 2019 DSpace North American User Group Meeting (Sept 23-24) Call for proposals out!

Discussion Topics
If you have a topic you'd like to have added to the agenda, please just add it.

1. Quick Updates from other meetings
a. DSpace 7 Status Updates for this week (from DSpace 7 Working Group (2016-2023) or DSpace 7 Entities Working Group (2018-19))
b. DSpace 6.x Status Updates for this week

i. 6.4 will surely happen at some point, but no definitive plan or schedule at this time. Please continue to help move forward /
merge PRs into the dspace-6.x branch, and we can continue to monitor when a 6.4 release makes sense.
2. Ongoing Work
a. Upgrading Solr Server for DSpace |

i n Solr: Unable to locate Jira server for this macro. It may be due to Application Link

configuration.
s only happen for major releacac? Shauld it ha canfiaurahla? Canawe find a mara nracica trinnar? When do

we rieed (o reindex?

ii. .y core. Unable to locate Jira server for this macro. It may be due to
Application Link configuration. Or shou
b. DSpace | Is (old) (Terrence W Brady )

l. Upucm—: SEYuETiLeESs LIl imnuanZauurt

1. https://github.com/DSpace/DSpace/pull/2362 - update sequences port
2. https://github.com/DSpace/DSpace/pull/2361 - update sequences port
ii. DSpace Launcher Dashboard - Deploy a PR on AWS for Testing
1. There is a 2 minute video that illustrates this proposal.
3. Tickets, Pull Requests or Email threads/discussions requiring more attention? (Please feel free to add any you wish to discuss under this topic)
a. Quick Win PRs: https://github.com/DSpace/DSpace/pulls?q=is%3Aopen+review%3Aapproved-+label%3A%22quick+win%22

Tabled Topics

These topics are ones we've touched on in the past and likely need to revisit (with other interested parties). If a topic below is of interest to you, say
something and we'll promote it to an agenda topic!

1. Brainstorms/ideas
a. (On Hold, pending Steering/Leadership approval) Follow-up on "DSpace Top GitHub Contributors" site (Tim Donohue ): https://tdonohue.
github.io/top-contributors/
b. Bulk Operations Support Enhancements (from Mark H. Wood)
c. Curation System Needs (from Terrence W Brady )
2. Managery\nnf nf dAatahaca ~annantinne far NCnaca anina fanaard (7 N and hovand) \Ahat hahaviar ic idaal? Alen ena notes at DSpaCe Database
Access
a. Unable to locate Jira server for this macro. It may be due to Application Link configuration.

b. nection after it was done
(0aSEU UM TESUIS Ul Ual TEqUESL). CUIMEXT COUIU diSU UE STTdreu UEIWEETT IMIEUToUS 1T d SINygie rarnsacuort nieeded to perform actions
across multiple methods.

c. In DSpace 6, Hibernate manages the DB connection pool. Each thread grabs a Connection from the pool. This means two Context
objects could use the same Connection (if they are in the same thread). In other words, code can no longer assume each new
Cont ext () is treated as a new database transaction.
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i. Should we be making use of Sessi onFact ory. openSessi on() for READ-ONLY Contexts (or any change of Context state)
to ensure we are creating a new Connection (and not simply modifying the state of an existing one)? Currently we always use S
essi onFactory. get Current Sessi on() in HibernateDBConnection, which doesn't guarantee a new connection: https://gith
ub.com/DSpace/DSpace/blob/dspace-6_x/dspace-api/src/main/java/org/dspace/core/HibernateDBConnection.java

d. Bulk operations, such as loading batches of items or doing mass updates, have another issue: transaction size and lifetime. Operating
on 1 000 000 items in a single transaction can cause enormous cache bloat, or even exhaust the heap.

i. Bulk loading should be broken down by committing a modestly-sized batch and opening a new transaction at frequent
intervals. (A consequence of this design is that the operation must leave enough information to restart it without re-adding work
already committed, should the operation fail or be prematurely terminated by the user. The SAF importer is a good example.)

ii. Mass updates need two different transaction lifetimes: a query which generates the list of objects on which to operate, which
lasts throughout the update; and the update queries, which should be committed frequently as above. This requires two
transactions, so that the updates can be committed without ending the long-running query that tells us what to update.

Ticket Summaries

1. Help us test/ code review! These are tickets needing code review/testing and flagged for a future release (ordered by release & priority)

key summary type created updated assignee reporter priority status fixversions

Unable to locate Jira server for this macro. It may be due to Application Link configuration.

2. Newly created tickets this week:

key summary type created assignee reporter priority status

Unable to locate Jira server for this macro. It may be due to Application Link

configuration.

3. Old, unresolved tickets with activity this week:

key summary type created updated assignee reporter priority status

Unable to locate Jira server for this macro. It may be due to Application Link

configuration.

4. Tickets resolved this week:

key summary type created assignee reporter priority status resolution

Unable to locate Jira server for this macro. It may be due to Application Link

configuration.

5. Tickets requiring review. This is the JIRA Backlog of "Received" tickets:

key summary type created updated assignee reporter priority


https://github.com/DSpace/DSpace/blob/dspace-6_x/dspace-api/src/main/java/org/dspace/core/HibernateDBConnection.java
https://github.com/DSpace/DSpace/blob/dspace-6_x/dspace-api/src/main/java/org/dspace/core/HibernateDBConnection.java

Unable to locate Jira server for this macro. It may be due to Application Link

configuration.

Meeting Notes
Meeting Transcript

Log from #dev-mtg Slack (All times are CDT)

Ti m Donohue 10: 00 AM
@ere: it's tine for our general DSpace DevM g. Agenda for today is at https://w ki.duraspace. org/di splay
| DSPACE/ DevM g+2019- 07- 24

Let's do a quick roll call to see who is joining discussions today
Mark Wod 10: 01 AM

Hi
Terry Brady 10: 01 AM
hell o

Ti m Donohue 10: 02 AM

Wel come Mark & Terry. Looks like it nay just be the 3 of us today...so, it mght be a quick neeting

In any case, we'll get started.

On the DSpace 7 front, | don't have any significant updates to speak of. But, I'll note what discussions have
gone on in recent working group neetings (in case others lurking are interested)

In the DSpace 7 WG, |ast week we talked a bit about a few performance issues we've hit (nostly in the REST API
layer). We already have an idea for how to fix those though via inplenenting Projection (i.e. only requesting
data fromthe REST APl which is needed for the U). Detailed neeting notes at https://w ki.duraspace. org

/ di spl ay/ DSPACE/ 2019- 07- 18+DSpace+7+Wr ki ng+G- oup+Meet i ng

Pascal Becker 10:05 AM

hi

:clap:

2

Ti m Donohue 10: 05 AM

In the DSpace 7 Entities W5 discussion was nostly around OpenAl RE v4 inplenentation, and sone early nockups of
how to create rel ationshi ps between entities in Submission U. Notes fromthat neeting are here: https://wKi.
dur aspace. or g/ di spl ay/ DSPACE/ 2019- 07- 23+DSpace+7+Enti ti es+W5+Meet i ng

That's basically it for the DSpace 7 updates to share for the week. But, if anyone has additional comrents
/questions, I'll pause for a nonent

Ok, hearing no questions :slightly_smling_face:

No updates this week on DSpace 6.x (as usual). Still in a "waiting for a coordinator" state

That's it for quick updates on ny end, so we can nove along to updates on other ongoi ng work

Any updates you want to share @wood on Solr upgrade for DSpace 7? https://w ki.duraspace. org/ di spl ay/ DSPACE
/ Upgr adi ng+Sol r +Ser ver +f or +DSpace

Mark Wod 10: 08 AM

Today | amtrying to clean up and restart a test of upgrading a 6.3 instance to 7.0, to test the Solr upgrade
instructions.

:clap:

3

Ti m Donohue 10: 09 AM

yay! Sounds great

Assunming all goes well, is the next step to have others try things out? Is there anything left to do in the
outstanding tickets that is required for the upgrade (DS-3658 and DS-4187 |inked in agenda)

Mark Wood 10: 11 AM

If the test works, that should be all that is needed for upgradi ng when the statistics core is not sharded.
Figuring out what to do about sharding is Phase 3.

Ti m Donohue 10: 12 AM

Sounds good. | was struggling to recall what was in "Phase 3" but now | remenber :slightly_smling_face:
Mark Wood 10: 12 AM
The dunp/restore tool may not be needed. | found that the existing tool is nore capable than | thought. |

will test first using that, not the DS-4187 work.
Ti m Donohue 10: 13 AM
that makes sense. Yes, if we find we can sinply close DS-4187 as "won't fix" that's fine by ne.



And, |'mglad you've had nore experience with the existing tool...it seens |ike we may have sinply had a | ack
of docs there.

In any case, thanks again for the efforts here. Let us know if/when you need additional support or testers.
Sounds |ike things are progressing nicely though

Pascal Becker 10:14 AM

The tool to dunp and reload the statistics core works fine for the authority core too.

t+1

1

We just tested it for a client.

Mark Wbod 10: 15 AM

Yes, | had not realized that until | |ooked at the code.

Pascal Becker 10:15 AM

I"ll add a comment.

Ti m Donohue 10: 15 AM

That fact needs to nake it into some docs. Perhaps we should renane that tool eventually too
slightly_smiling_face:

Pascal Becker 10:15 AM

maybe we shoul d docunent it and naybe give it another name in dspace 7.

Mark Wood 10: 16 AM

1"1'l be happy to work on the docunmentation if nobody el se gets it done first.
c+1

2

Ti m Donohue 10: 17 AM

:+1: | think better docs need to be required for Dspace 7. Gving it another nane seens |ike a good idea too,
but not required (though if someone wants to take it on, hopefully it wouldn't prove difficult)
In any case, thanks for the updates here. Sounds |ike we are wapping up this topic, so I'll nmove al ong

Next up, @errywdrady any updates you'd like to share on DSpace + Docker efforts? https://w ki.duraspace.org

/ di spl ay/ ~t err ywbr ady/ DSpace+Docker +and+Cl oud+Depl oynent +Goal s

Terry Brady 10: 19 AM

Sure, would you like to start with a sunmary of our neeting from yesterday?

Pascal Becker 10:20 AM

https://jira.duraspace. org/ br owse/ DS- 2372

Ti m Donohue 10: 20 AM

Sure, | can start with a summary of the Docker neeting yesterday

Terry Brady 10:20 AM

I"I'l go through itens based on the Goal Nums on the wi ki page. Goal 3: http://bit.|y/dspace-|auncher-dashboard

terrywbrady. github.io

DSpace Launcher Dashboard

Depl oy a DSpace PR in Docker on AWS for Testing

Ti m Donohue 10: 21 AM

Yesterday, @errywbrady and | net with some other Tech fol ks wi thin LYRASI S/ DuraSpace representing the Fedora,
VI VO and Durad oud projects. Terry gave us an overview of the DSpace Launcher Dashboard: http://bit.ly/dspace-
| auncher - dashboar d

We had a nice discussion on how this tool works behind the scenes and how it m ght be applicable to other
proj ects beyond DSpace

The feedback | heard in the neeting & afterwards was all positive (nice work, and lots of cool tools within
thi s dashboard), but the major outstanding question is "woul d people use this?"

We didn't cone to any way to really resolve that question though except for possibly putting it in front of
people...and we didn't finalize any plans for doing so yet

So, honestly, it's interesting work...we'll keep discussing it within LYRASIS, but I'mnot yet certain of the
next steps or how to "prove out" whether it'd get nuch usage, etc.

Pascal Becker 10:24 AM

I love the tool. | had a simlar idea for a long tine, but never the tine to investigate on it. If people would
use it? That is sonmething we would need to try to find out.

Terry Brady 10: 24 AM

That seens to be the big question to me as well. W is our nost likely audience to use a tool Iike this?
Repository Managers? Repository Managers who attend DCAT? Repository Managers in other parts of the world?
Ti m Donohue 10: 24 AM

Terry, anything el se you want to add fromthat discussion?

Terry Brady 10:25 AM

Looking at the wi ki page, |look at Goal 4. At a minimum | think we should provide a per branch solution for
spi nning up instances.

Ti m Donohue 10: 26 AM

Coal 4: https://wiki.duraspace. org/displ ay/ ~terryworady

| DSpace+Docker +and+Cl oud+Depl oynent +CGoal s#DSpaceDocker andC oudDepl oynent Goal s- Goal 4:

Managehost edi nst ancesof DSpacef or eachsupport edbr anchof t hesyst em

Terry Brady 10:26 AM

The users of a PRtool are nore difficult to identify.



| have put out a call on Slack to find fol ks who want to chat about Goals 6 and 7. Pascal and | will have a
chat tonorrow to identify how that discussion could nove forward.

Mark Wood 10: 27 AM

My guess is that, for any given PR there would be two users: the developer of the PR and the person who
subnmitted the Itemthat resulted in the PR

Ti m Donohue 10: 27 AM

Yes, | do see a use case here for potentially/dynam cally spinning up several denp sites of DSpace based on
different branches (a 5.x, 6.x and 7.x denp site, for exanple). 1t'd be kinda nice to do our denp sites even
nore dynami cally, and use the Docker tooling here.

T+

1

;point_up: that point is related to Terry's Goal #4

So, even if we don't find users of this tool for PRtesting...l think we mght want to consider keeping sone
version of this tool around for deno site nmanagenent, etc.

Terry Brady 10:28 AM

Let's keep this on the agenda for a bit and see if we have any new inspiration. Tim it would be great if you
could represent these ideas at the user neeting in M nneapolis.

Next week, Pascal or | can provide an update on our conversation tonorrow.

Pascal Becker 10:29 AM

I hope it would help us to find nore people to test PRs.

Ti m Donohue 10: 29 AM

@errywbrady: Sure, 1'Il see if | can figure out a way to fit this into the North Anerican DSpace User Group
meeting in Mnneapolis. | wsh there was a Docker talk there that could fit this in, but | can perhaps pull it
into nmy DSpace 7 workshop/talk

Pascal Becker 10:29 AM

The code revi ew nust be done by at |east one conmitter, but if soneone else could say “I tested it, works as
described” that often helps a lot.

Terry Brady 10:29 AM

I wish | had the travel approval to be there to present it!

Pascal Becker 10:30 AM

The tool would neke it nuch easier for people to test PRs. And sinple PRs could then be tested even by
repository manager that do not know how to conpile DSpace at all.

Terry Brady 10: 31 AM

One interesting part of our conversation yesterday was whether or not there would be value in building every PR
as a docker image. There are nultiple ways to acconplish that goal if we decided we wanted to do that. But,
it could also be a poor use of conpute resources for sonme PR s.

Mark Wod 10: 31 AM

There will probably be nore interest in testing features than in bug fixes.

Terry Brady 10: 32 AM

Pascal , can you inmagi ne your community of repository nmanagers participating in testing if such a tool existed?
Ti m Donohue 10: 32 AM

Yes, we had tal ked about how can you deci de which PRs are "big enough" (or inportant enough) to warrant
spinning up in Docker/AWS....likely it's a subset of PRs (naybe even a minority)

Pascal Becker 10:33 AM

I thing in the long run. If someone run into a bug and a PR exist, you could tell them*“test the solution and
add a conment to the PR" Wiile | can inmagine that that would work, it would probably take sonetinme until people
woul d start testing PRs on their own with that tool.

Can we build PRs that have a specific |abel?

Terry Brady 10: 34 AM

W could do something with tags | suspect.

Pascal Becker 10:34 AM

If we could trigger the build by setting a label, that woul d be nice.

Terry Brady 10:35 AM

Al t hough perhaps a tag does not exist until a PR is nerged.

For the preview rel ease, we did sone good stuff with feature branching.

Ti m Donohue 10: 35 AM

And, as was pointed out in our discussion yesterday...technically, if all this Docker tooling exists & you are
creating Docker inages per inportant PR, you could sinply spin up a PRtest locally in Docker very easily as

well. So, this tool may not be as necessary unless you have users who are not willing to run Docker locally,
but still want to help test PRs.

Pascal Becker 10:35 AM

git tags wouldn't work as the code is not in DSpace/DSpace until it is nmerged. Wuld have to be github I abels

or sonethi ng conpar abl e.

Mark Wood 10: 35 AM

The process that is notified of new PRs could ask Gthub for the labels, if it doesn't receive themw th the
notice. (edited)

Pascal Becker 10:37 AM

It is something conpletely different to tell sonmeone “install docker and pull this image” or “click here, wait
five mnutes and start testing”.

I would really hope that the tool could help us to get people involved into testing, that were not able to do



that now.

Ti m Donohue 10: 37 AM

I think my overarching question here is...Do repository managers (and simlar non-devel opers) have a desire to
hel p us test during the devel opnent process? If so, this is perfect for that. But, | haven't heard that
desire yet, outside of the fornalized Testathon (which is a rare event)

Terry Brady 10: 38 AM

I wish we could figure out howto create that interest because they are the right audience to participate.
Pascal Becker 10:39 AM

You have persons like helix in the old days who are | earning DSpace, are interested in it, and want to try out
as nuch as they can. Besides that you have the testathrons. And then you have repository nmanagers that want to
hel p one particular feature or bug fix.

I think each of the three kinds of use cases | listed would be enough to justify such a tool (edited)

Does the tool produces any costs if it is provided but no one is using it?

Terry Brady 10:40 AM

The cost is small (storage) when the service is unused.

Ti m Donohue 10: 42 AM

I think we all agree here, honestly, we are just conming at it fromdifferent directions. This tool provides a
different way of participating in active devel opnment, and it could be a useful one if folks are interested in
that manner of participation (which I'd also hope they are, but honestly haven't seen that interest yet...but
maybe this tool can hel p generate such an interest)

The other cost here is sinply nanagenment of the tool...so, it's a person/effort cost. | think those are |likely
relatively minimal to start as well though (assuming Terry agrees that this tool could be spun up "as-is" as a
proof of concept)

Terry Brady 10:43 AM

The code is there to be used!

Ti m Donohue 10: 44 AM

@errywbrady: | was nmore asking is this stable enough for folks to use now ..or are there outstanding things
that you'd say: "oh, we really should fix this bit here before it is too public"

Pascal Becker 10:45 AM

Yes, part of the problemis, that it required technical skills to test PRs. We don't know if people who m sses
these would be willing to test until we can tell them “here you go, one click, 5 mnutes tinme and you can test
it yourself.” As of today these people probably never tested anything because they thought they mi sses the
skills for that.

Ti m Donohue 10: 45 AM

(@errywbrady: And it sounded |like fromyesterday's discussion it's nostly stable...but there were somre AWS

| evel configs you had to manually configure that need reconfigured if it is noved el sewhere)

Terry Brady 10:46 AM

It is stable enough to use. | would suggest nonitoring the use of the "create instance" button and possibly
deciding to grant access to that capability rather than keeping it w de open.

Ti m Donohue 10: 46 AM

"grant access" : |Is that sonmething easy to do in this environment? O are you talking setting up a login

[aut hentication system

Terry Brady 10:46 AM

Yes, it would take a few hours of collaboration to port this to another AWS account. | would be glad to help
there.

Mostly in the APl Gateway config.

Ti m Donohue 10: 47 AM

Oh, ok. Remind ne how that works... does that require an AW5s account/login? |Is it |IP based, or sonething else?
Terry Brady 10: 48 AM
Possibly adding a login for that web page. AW has several options for creating user accounts. | think it can

al so use Googl e/social ids for verification.

Ti m Donohue 10: 48 AM

(I"'mnot a trained AWS person...| know sorme of it, but not everything by far)

Terry Brady 10:48 AM

Those are increnental inprovenents that can be added if usage takes off.

Ti m Donohue 10: 49 AM

Ok, nakes sense that they may not need to be done i mediately.

Terry Brady 10: 50 AM

Pascal , fromyour |eadership role on the project, if you can think of a way to inspire user participation from
the | eadership end, that would be a good thing for this effort.

Thanks for the tine for this topic.

Ti m Donohue 10: 51 AM

| suspect, if we wanted to try this out, 1'd need to get this approved either through DSpace Leadership
/Steering (for the miniml anpunt of $$ it could add to the budget, which we'd need to better estinate), or
find simlar approval fromw thin LYRASIS (which unfortunately may take a bit |onger sinply because nerger
activities are higher precedence right now ..but | can start asking around to see)

O, the third option, is we find someone willing to host this tenporarily for a "trial period" with the hope
that it becones "official" (noves over to DSpace budget) if it sees some interest, etc

Pascal Becker 10:53 AM

I"mtotally into that tool. The problemist: it would take tine, until we really see efforts. Even if we
advertise it, people will need time to test it, and be rem nded on it, and test it again,



HE N

Terry Brady 10:53 AM

I have seen sone questions in the foruns about DSpace Docker in production. It wll be good to offer sone
options. Realistically, |I think DSpace 8 will be the target for true support. Pascal may convince nme

ot herwi se tonorrow.

@donohue, froma $$ perspective | would ask for $100/nmo and control usage if the budget is ever hit.

Ti m Donohue 10: 55 AM

@errywbrady: thanks for that estimate. Good to know the scale we are talking

So, we are heading to the end of this neeting. This has been a good discussion, and it sounds |ike there's

sone ideas to possibly nove this forward. Though, | don't feel like the path is 100% cl ear yet
slightly_smling_face: Still, it's something we can keep pronoting/ nentioning (and I'll keep doing so too) and
see if we find a way to fund a proof of concept to see if folks will use it

Any final thoughts then for today? | don't have a better wap-up here, but |'ve enjoyed the discussion

O, not hearing anything. So, let's wap this up for today. W' Il keep this on the agenda and keep
brai nstorm ng ways to nove it forward.
Thanks for the discussion today, all!
Terry Brady 10:59 AM

Have a good week!

Pascal Becker 11:00 AM

Thank you! Bye, bye! :wave:

Mark Wod 11: 00 AM

Thanks!

Pascal Becker 11:00 AM

You too!
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