Using Published Images on AWS Cloud9

Create an AWS Cloud 9 Server

Choose Type m4.large

Modify the volume for your EC2 instance to 50G

Install Docker compose

Clone DSpace and DSpace-Docker-Images

IDE Display: Code on Top, Terminal on Bottom, Running DSpace Docker
Look at the EC2 screen to get the DNS for your instance

DSpace App Running in Docker

Understanding Costs

Create an AWS Cloud 9 Server

aW§ Services v Resource Groups ~ * L v  Oregon v  Support
AWS Cloud9 X AWS Cloudd > Your environments

Shared with you

1 (O]

Account environments

How-to guide DSpaceEnv o
Type Permissions
EC2 Owner

Description
50G drive with DSpace and DSpace-Docker-Images

Choose Type m4.large

To control costs, set to shutdown after X min/hours of inactivity



AWS Cloud9 Environments DSpaceEnv

DSpaceEnv

Environment details

Name EC2 instance type
DSpaceEnv m4.large
Description Memory
50G drive with DSpace and DSpace-Docker- 8 GiB
Images

vCPU
Type 2
EC2

Storage
Permissions EBS only
Owner

Modify the volume for your EC2 instance to 50G

Be sure to tag the EC2 instance and the volume as a "Cloud9" volume so that you remember to retain it.



Actions &

Create Volume
4

(} Filter by tags a

Modify Volume

Create Snapshot

Name Volume

cloudd-2 Detach Volume _ o

@ cloud?d Force Detach Volume gp2
Change Auto-Enable 10 Setting
Add/Edit Tags

After the modification is complete, see the following instructions on how to claim that space from your instance: https://docs.aws.amazon.com/AWSEC2
/latest/UserGuide/recognize-expanded-volume-linux.html

Install Docker compose

https://docs.docker.com/compose/install/

Clone DSpace and DSpace-Docker-Images

Clone DSpace and DSpace-Docker-Images

git clone https://github. conl DSpace/ DSpace. gi t

git clone https://github. conm DSpace- Labs/ DSpace- Docker - | nages. gi t
cd DSpace

export DSPACE_SRC=${ PWD}

cd ../ DSpace- Docker - | mages/ docker - conpose-fil es/ dspace- conpose

IDE Display: Code on Top, Terminal on Bottom, Running DSpace Docker


https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/recognize-expanded-volume-linux.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/recognize-expanded-volume-linux.html
https://docs.docker.com/compose/install/
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Instance: | i-03e2feb89e8cd4644 (aws-cloud9-DSpaceEnv2-test-instruct)

2.compute.amazonaws.com

Description Status Checks

Instance ID

Instance state
Instance type
Elastic IPs

Availability zone

Security groups

Scheduled events

Tools  Window  Support Preview Run

B docker-compose * .bashrc LJ docker-compose *
1/

2 * The contents of this file are subject to the license and copyright
3 * detailed in the LICENSE and NOTICE files at the root of the source
4 * tree and available online at
H

6

7

8

* http://www.dspace.org/license/
*/
package org.dspace. core;

apache. logaj.Logger;
dspace.authorize.ResourcePolicy;
dspace.content.Dspaceobject ;
dspace.core.exception.Databaseschemavalidationexception;
14 import org.dspace.eperson.EPerson;

15 import org.dspace.eperson.Group;

16 import org.dspace.eperson.factory.EPersonserviceFactory;

17 import org.dspace.event.Dispatcher;

18 import org.dspace.event.Event;

19 import org.dspace.event.factory.EventServiceFactory;

20 import org.dspace.event.service.EventService;

21 import org.dspace.storage.rdbms.DatabaseConfigvo;

22 import org.dspace.storage.rdbms.DatabaseUtils;

23 import org.dspace.utils.DSpace;

24 import org.springframework.util.collectionUtils;

10 import org.
11 import org.
12 import org.
13 import org.

26 import java.sql.SQLException;
27 import java.util.*;

29 /*x

docker-compose %

xmiui.xconf x Contextjava X

30 * Class representing the context of a particular DSpace operation. This stores

31 * information such as the current authenticated user and the database
32 * connection being used.
33 * <p>

34 * Typical use of the context object will involve constructing one, and setting
35 * the current user if one is authenticated. Several operations may be performed

36 *
37 * to commit the changes and free up any resources used by the context. If
38 * anything has gone wrong, <code>abort</code> is called to roll back any
39 * changes and free up the resources.

a0 < <>

41 = The context object is also used as a cache For CH API objects:
Immediate X

bash - "ip-172-31 bash - “ip-172-31%

ERROR: for dspace Cannot create container for service dspace: create .
ERROR: for dspace Cannot create container for service dspace: create .:
ERROR: Encountered errors while bringing up the project.
terryadmin:~/environment/DSpace-Docker-Images/docker-compose-files/dspace-dev-compose
terryadmin:~/environment/DSpace-Docker-Inages/docker-compose-files/dspace-dev-compose
dspacedb is up-to-date

Recreating 8e8b71cff3e7_dspace ... done
terryadmin:~/environment/DSpace-Docker-Inages/docker-compose-files/dspace-dev-compose
Restarting dspace done

Restarting dspacedb ... done
terryadmin:~/environment/Dspace-Docker-Inages/docker-compose-files/dspace-dev-compose

using the context object. If all goes well, <code>complete</code> is called

volume name is too short, names should

25:1

be at least two alphanumeric characters

volume name is too short, names should be at least two alphanumeric characters

(master) $ export DSPACE_SRC=~/environment/DSpace
(master) $ docker-compose -p d6 up -d

(master) $ docker-compose -p d6 restart

(master) $ docker ps -a

CONTAINER ID THAGE COMMAND CREATED STATUS PORTS
f9070bc36259 dspace/dspace:dspace-6_x-jdk8-test  “catalina.sh run" 18 seconds ago Up 8 seconds 8009/tcp, ©.0.0.0:8080->8080/tcp
20d2ec1934¢7 dspace/dspace-postgres-pgcrypto "docker-entrypoint.s.." 11 hours ago Up 9 seconds 5432/tcp

terryadmin:~/environment/Dspace-Docker- Inages/docker-compose-files/dspace-dev-compose

at the EC2 screen to get the DNS for your instance

Monitoring Tags

i-03e2feb89e8cd4644

Click here to modify

running the inbound rules to
md.large allow access to port

8080
us-west-2a

aws-cloud9-DSpaceEnv2-,
86f46fbeat13d44d1a84249323070b49a-
InstanceSecurityGre T
1Y1UGKHM44E4G . view inbound
rules . view outbound rules

No scheduled events

DSpace App Running in Docker

Get the public IP from the EC2 Instance Dashboard. Add port 8080

Public DNS (IPv4)

Secondary private IPs

(master) $ [|

Public DNS: ec2-34-220-101-101.us-west-

ec2-34-220-101-101.us-west-
2.compute.amazonaws.cpm
IPv4 Public IP 34.220.101.101

IPvB IPs -
Private DNS  ip-172-31-20-32.us-we
2.compute.internal
172.31.20.32

Private IPs

Hover here
to copy DNS
for instance

vpe-4b7bb933
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A DSpace Home / Control panel

SPACE Admin User ~

Control Panel

Java C

Java and Operating System

Java Runtime Environment Version: 1.8.0_181
Java Runtime Environment Vendor: OpenJDK 64-Bit Server VM

Aerts Harvesting

BROWSE

All of DSpace

Communities & Collections

By Issue Date

Operating System Name: Linux Authors
Operating System Architecture: amd64
Operating System Version 4.14.77-70.59.amzn1.x86_64 Titles
Runtime statistics Subjects
Available processors: 2
Maximum memory: 1778 MiB MY ACCOUNT
Allocated memory: 809 MiB

" Logout
Used memory: 360 MiB
Fi : 449 Mi

ree memory: 49 MiB Profile

Cocoon Info Submissions
Cocoon Version: 220
Cocoon Work Directory: Jusr/localltomcat/work/Catalina/localhost/xmlui ADMINISTRATIVE
Cocoon Cache Directory: lusr/localltomcat/work/Catalina/localhost/xmlui/cache-dir
Main Cache Size (EHDefaultStore, 0x3cd0df29): 63 (Clear Cache Immediately) Control Panel
Transient Cache Size (DefaultTransientStore, 0x4cf911f7): 53
Transient Cache Size (DefaultTransientStore, 0x43662ca8): 0 Statistics

Curation Tasks

Access Control

People

Groups

Authorizations

Content Administration

Items -

Understanding Costs

Close all browser tabs that are accessing the instance in order to ensure that the shutdown takes place. The EC2 instance will be in a stopped state. If
you wish to re-use this environment, do not terminate the EC2 instance and do not delete the associated volume.

With the automatic shutdown setting, | have found the daily costs of maintaining this environment to be less that $1 / day. Carefully track costs if you do
not destroy the EC2 instance and the associated volume.
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