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Current Fedora 3 implementation

Content Model types (defined in ladybird table)
• Collection (object representing each of 39 collections, 

loaded/updated by 30 second rake task)
• Simple (child of collection, no further hierarchy)
• ComplexParent (child of collection, can have children)
• ComplexChild (child of complexParent or 

ComplexChild,can have children)
• ComplexChildUnstruct (like complexChild 1 object…)



Current Fedora 3 implementation

Content Model datastreams (some required) 
• Tif/jp2/jpg/
• access/rights/desc
• Ocr
• Pdf
• Undefined (one file, for research data special use case)



Current Fedora 3 implementation

Hydra_publish table

Acts as a queue

Actions=insert,update,activate,inactivate,delete,purge

Timestamps

Identifiers-CM,collection,ladybirdID (OID),hydraID (PID)

Tracking properties (servers, queue, priorities, attempts)

Special properties on objects (viewOpt,hierarchy 
level,digitalchildren)

Other 



Current Fedora 3 implementation

Hydra_publish_path table
• Datastreams 

(tif/jp2/jpg/ocr/pdf/undefined/access/rights/desc)
• Ladybird currently responsible for creation and staging 

of these (upload,staging,derivatives 
generation,assembling metadata into files

• Tables has http and path UNC locations, checksum, and 
other properties for fedora 3 ingest (control group, 
mimetype)



Current Fedora 3 implementation

Ingest script as rake task (yulhy14:ingest)
• A script – can be run concurrently for performance (7 instance 

sweet spot)
• Need for stored procedure that does an insert swap rather than 

update (SQL server limitation) interfacing w/ hydra_publish table
• Reads for hydra_publish tables, triages via action 

(update,insert,delete,etc)
• Gets datastreams from hydra_publish_path
• Assembles a properties datastream
• handles



Current Fedora 3 implementation

Hydra
• Uses ActiveFedora API for ingest commands
• Model objects created for xml datastreams, using OM as 

handles to elements and attributes, and solrizer to map 
to solr doc

• Bulk of work has been maintaining these mappings (LB 
fdid ->LB data-> XML serializations, OM definition->solr 
document)



Fedora 4 implementation?

Legacy CM replacement by PCDM
• https://wiki.duraspace.org/display/FF/Portland+Common+Data+M

odel
• Collection -> pcdm:collection
• Simple,ComplexParent,ComplexChild,ComplexChildUnstruct 

->pcdm:object
• Binaries -> under pcdm:File
• Introduction of proxy objects for ordering
• Xml metadata files -> RDF

https://wiki.duraspace.org/display/FF/Portland+Common+Data+Model
https://wiki.duraspace.org/display/FF/Portland+Common+Data+Model


Fedora 4 implementation?

upgradation
• hydra_publish_4 table rows related 1:1 with 

hydra_publish
• Use this hydra_publish_4 association to hydra_publish 

and hydra_publish datastreams to retrieve binaries from 
fedora3 to swap space to stage for fedora4 upload

• Once legacy migration remove the “training wheels” 
and continue to use hydra_publish_4 fresh



Fedora 4 implementation?

• Metadata organized in ladybird in data tables with 
mapping classes to MODS XML, accessconditions XML, 
and table properties

• Replace this with serialized RDF for SPARQL update to 
fedora 4 nodes 

• OR write these to a RDB or triple store of RDF 
statements read rows into AF statement or SPAQL 
update





Fedora 4 implementation?

• Work with catalogers to map fdid handles to predicates
• Change current use of fdid values from strings and ACID 

(controlled vocab) to URIs where possible 



Fedora 4 Implementation?

Solr indexing
• Option 1 – Use hydra/ActiveFedora, define RDF models
• Option 2 – Use fcrepo4 REST API for ingest and use 

camel route to transform to a solr document
• resolving URI labels*
• Dealing with nested linked data*



Fedora 4 Implementation?

Other Loose Ends
• Ladybird does derivatives and metadata, could push 

this functionality into fedora 4
• Using projections for certain collections (large AV)
• Policy driven storage
• Integration with preservation actions (build dynamic 

workflow in hydra? Hybrid with vendor solution?)
• Asynch goodness (triplestore, audit statements, file 

serialization, push to systemX)



Content

• Special collections (~10) and institutional IR content





Thanks!
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