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DURASPACE DTR WORKSHOP 
MEETING RESULTS 

NOVEMBER 9, 2011 
 

Overview 
The DTR Workshop convened to identify the highest priority needs for DuraSpace’s 
Direct to Researcher (DTR) system development.  
 
During the workshop, participants each presented key institutional successes, 
challenges and priorities in developing and implementing data management 
strategies for research. They then refined and prioritized those needs to identify 
those that are most appropriate and necessary for the DTR system. 
 
This report summarizes the priorities. The complete electronic brainstorming and 
prioritization process is included in Appendix A. Appendix B lists participants and 
contributors. 
 
 

DTR System Priorities 
Participants identified five priorities for DTR: 

1. Provide a short-term storage solution while research is underway. Connect 
the operational and archival phases of the data management lifecycle. 

2. Create simple workflows across the data management lifecycle that capture 
meta-data and provenance. 

3. Provide confidentiality, security, privacy, and predictability of data in the 
cloud.  

4. Automate basic metadata creation and catalogue creation.  
5. Create interoperability of archiving solutions with discovery systems used by 

specific research communities.  
 

All of the priorities emphasize the importance of supporting the full data lifecycle 
and capturing the metadata that allows for effective discovery, use and cataloguing. 
 
 
Priority One: Provide a short-term storage solution while research is underway. 
Connect the operational and archival phases of the data management lifecycle.  
 
The issues driving this need include: 

• Operational data management is not effectively linked to the data archival 
processes. 

• There is significant risk to data during the operational phase of research. 
Data can be lost due to physical disaster, human error or natural turnover 
among graduate students working on the research project. 
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• The metadata and cataloguing that will be required for archival is best 
completed during the research process, with a reduced administrative 
burden. 

• Effective short-term data management processes improve research 
efficiency in allowing researchers to more easily find data and information. 

 
For the researcher this will assist in complying with an institutional and funding 
requirement. It will also reduce the administrative burden and prevent data loss or 
re-work when a graduate student leaves the project. It is critical to the sustainability 
of the research project. 
 
The specific requirements and suggestions brainstormed by participants include, in 
no particular order: 

1. Keep clear the distinction between technical or automated metadata and 
human-created metadata. 

2. Adding materials into the archive and into the workflow has to be easy. It 
cannot require researchers to jump through pages and pages of input. 

3. The data repository must be agile, active, available, sustainable, and 
interoperable with any preservation-focused archive. 

4. Create a “share with my colleagues” button that allows me to add 
colleagues mail addresses to send them a link to access the data. 

5. Integrate with institutional identity providers. 
6. Add file/resource-level annotations. 
7. Ease of setting private/public sharing and timing flags. 
8. Make it easy for researchers to transform data for preservation. 
9. Make the data accessible with existing tools and paradigms. 
10. Create easy upload and synch of data. A simple form with 2 – 3 fields of 

metadata that allow a researcher to upload a batch of data files. 
11. Include ‘quiet’ metadata capture without requiring a lot of user interaction. 

 
 
Priority Two: Create simple workflows across the data management lifecycle 
that capture metadata and provenance.  
 
The issues driving this need include: 

• Researchers do not take the time to create provenance and metadata. 
Whenever possible this should be done on behalf of the researcher with the 
system collecting information based on the workflow of the data. 

• Graduate students are often charged with creating metadata and they may 
move on before the research project is complete, leaving gaps that are 
difficult to fill after the fact. 

• As data management requirements increase, largely without associated 
funding increases, it becomes increasingly important to streamline data 
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management processes and reduce administrative burdens on the 
researchers. 

 
For the researcher this will prevent extra work that does not add value to the 
research but is required for archival purposes. It will also improve the ease with 
which discovery of the work can occur, and the ease with which the researcher can 
locate research files during the research process. 
 
The specific requirements and suggestions brainstormed by participants include, in 
no particular order: 

1. Capture provenance as the system completes. 
2. Cannot break existing systems and processes. 
3. Must address both back-end needs to make data richer and more 

accessible, and front-end needs to ease access and peer review. 
4. Create archiving workflows: characterize and validate data, identify triggers 

to move from one environment to another, systemize processes, and create 
metadata and persistent identifiers. 

5. Clarify distinctions between workflow types. Capture external workflows that 
occur, backend workflows that occur within DTR as part of normal 
operation, user specified workflows within DTR, and larger context 
workflows for the user in which DTR is only a subcomponent. 

6. Do not overwhelm the researcher with metadata requirements. 
7. Create workflows to put the data into Excel and then manipulate. 
8. This is thinking long-term, but it would be nice for the workflow tool to be 

already thinking about how data may need to be formatted during its 
lifecycle. 

9. Remember to use what can be divined of the Personal Space and Object 
Space to make the researcher’s job easier 

10. Define human and automated workflows. Test with user-researchers’ 
requirements to better scope. Make no assumptions. Make sure to capture 
what researchers want. 

11. Have simple role-based functions: researcher, data steward and other. 
12. Allow workflows to capture the state of data analysis. These will be 

application specific, so they probably need to be agnostic to the workflows 
themselves. 

13. Add value to my research  
14. What is the researcher’s role in designating data as worthy of preservation in 

a particular state? Do they want to keep everything? 
15. Create different user roles 
16. Clarify distinctions between workflow types. Capture external workflows that 

occur, backend workflows that occur within DTR as part of normal 
operation, user specified workflows within DTR, and larger context 
workflows for the user in which DTR is only a subcomponent. 

17. Conform to policies that have been defined for each stage of research. 
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18. Tightly align benefits and effort to use. Don't interfere with the way I already 
do my work. This should only require incremental changes/cost to gain 
benefits. This should require no changes to just use without gaining benefits. 

19. Workflow should capture the state of data analysis. These will be application 
specific, so probably need to be agnostic to the workflows themselves. 

20. Workflow should be able to identify lifecycle/span of the resource. 
21. Offer interfaces to expose versions/provenance/metadata to workflow 

systems 
22. Allow interoperability with other tools 
23.  Do not break existing researcher workflow (or quasi workflow) tools. 

 
 
Priority Three: Provide confidentiality, security, privacy, and predictability of data 
in the cloud.  
 
The issues driving this need include: 

• Requirements by the institution and funding bodies to adhere to strict 
practices and requirements. 

• A need to address perceptions that data stored off-campus is less reliable 
and secure. 

 
For the researcher this will address core concerns of control and trust. It will also 
allow researchers to take advantage of services such as box.net and dropbox that 
many are already using today in a less structured and managed way. 
 
The specific requirements and suggestions brainstormed by participants include, in 
no particular order: 

1. Address specifications of locale (such as requirements that the data does 
not leave the US, or does not enter the US). This may lends itself to creation 
of a public/private cloud instance such as Amazon and MIT. 

2. Define your cloud-based approach. Are you handing off to a third party 
without the ability to physical and other audit? 

3. Clarify in terms of service that institutions own research data. 
4. Ensure the ability to maintain ownership relationship of data. 
5. Provide terms of access and SLA’s for uptime and availability. These will be 

critical in evaluating the service. 
6. Negotiate the ability to remove data in case of a failed business, etc. 
7. Publish terms of use, service, SLA's, remedies, and protection against 

subpoenas. 
8. Publish processes for certifications and audits. 
9. Clarify where extension of institutional protections applies to a 3rd party 

provider, and where it does not. 
10. Define who has access to your content? Create assurances for data loss. 
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11. Define who has administrative responsibility for the different layers of the 
system? 

12. Control and trust seem to be the underlying issue. 
 
Participants questioned the name, “Direct to Researcher” as it implies an absence 
of institutional engagement and oversight that is inaccurate and not necessarily 
positive. 
 
Prior ity Four: Automate basic metadata creation and catalogue 
creation.  
 
The issues driving this need include: 

• There is a distinction between the metadata that is immediately useful to the 
owner of the data (the researcher), and the metadata that is traditionally 
created by catalogers and used by archive or library systems. It is this 
"owner-userful” metadata that we need to encourage; and it becomes an 
input to the eventual archival process. 

• Researchers do not take the time to create provenance and metadata. 
Whenever possible this should be done on behalf of the researcher with the 
system collecting information based on the workflow of the data. 

• Graduate students are often charged with creating metadata and they may 
move on before the research project is complete, leaving gaps that are 
difficult to fill after the fact. 

• As data management requirements increase, largely without associated 
funding increases, it becomes increasingly important to streamline data 
management processes and reduce administrative burdens on the 
researchers. 

 
For the researcher this will improve efficiency in finding files and data, as well as 
allow others to find his or her work. 
 
The specific requirements and suggestions brainstormed by participants include, in 
no particular order: 

1. Identify and incorporate specific mandated metadata formats, which 
particular data areas need to have. 

2. Create metadata for the uploaded asset that makes it a linkable resource 
(e.g. DOI, Datacite) 

3. Map all domain-specific metadata records to a common schema, such as 
Dublin Core, so the entire repository can be searched (e.g. by title, keyword 
and creator) 

4. Provide the ability to moderate or refine the thesaurus from captured (and 
user-provided) metadata. If you go one step beyond captured metadata, the 
ability to collapse terms, correct typos, etc. will be very helpful. This task 
might be the responsibility of a librarian, grad student, post-doc, or faculty. 
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Some sense-making or cross-walks of captured metadata may also be 
necessary. 

5. Be aware of discovery metadata vs. meta-data for data re-use 
6. Rights regarding metadata 
7. Allow researcher to select from a human readable list of optional meta-data 

actions (e.g. grab info from PubMed), or maybe more generally, allow linking 
to publications. 

8. Imagine that meta-data will increasingly tie to research compliance  
Hypothesis: Institutional comfort level with use of DuraCloud by researchers 
will be influenced by confidence levels in the integrity of metadata capture 
and design. 

9. Bitstream & semantic fixity 
10. Extract information that permits correlation between datasets 
11. Pull from the researcher profile to automatically generate, but allow 

flexibility/changes. There will be cases, such as when a tech is managing 
data on behalf of PI, where the owner will need to change to the PI and not 
the logged in tech. 

12. Use standard meta-data schemas to increase richness and interoperability 
(e.g. Darwin Core, EMBL, mzXML). 

13. Create facilities to content models, which allow automated generation of 
structural meta-data. 

14. Include the ability to pull metadata information from other tools or systems 
15. We may want to have at least one required like identifier or title. The rest 

should be automated or added as needed. Meta-data should be linkable 
and have persistent identifiers. 

16. Software applications used to create derived data set 
17. Know who the user is, what their context is, and use that to create metadata 

about their relationship to the data. 
18. Ability to take advantage of 'linked' data. 
19. Tagging/annotation support on files & containers 
20. Provenance metadata (creator, version, copy-of, & c. ) 
21. Ability to reuse metadata that has already been created/contributed - 

continually lowers overhead for subsequent metadata creation. 
22. On upload, extract metadata and send to external systems to extract more 

metadata and resources. 
23. Ability to re-create the data if necessary 
24. Automatic file format identification & characterization for scientific formats. 

 
 
Priority Five: Create interoperability of archiving solutions with discovery 
systems used by specific research communities.  
 
The issues driving this need include: 
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• The importance of a cohesive lifecycle that creates a smooth transition from 
the operational environment into the archival environment 

• The need to have research data and information discoverable from the 
archive with complete metadata. 

 
For the researcher this will improve discoverability of work while reducing 
administrative burden. 
 
The specific requirements and suggestions brainstormed by participants include, in 
no particular order: 

1. Must include the concept of published and unpublished data. 
2. Consider choosing one or two norms or standards around discoverability 

metadata. 
3. Business question: with which groups do you partner? Many players are 

developing their own tools. 
4. Registry infrastructure for registering tools. Other archives could grab that. 

Feature extraction plugins that can operate off a type of data. 
5. Create a schema-to-schema engine. Map to a DTR standard and then 

transfer it into any other schema. Map all to Darwin Core to create cross-
repository search, or create the index. They come from the community, and 
DTR can accept them. 

6. ResearcherID, Orchid, OpenID - common or core - general metadata that 
becomes associated with everything the researcher brings in. It becomes a 
value-add of bringing data into DTR. 

7. Should DTR support DataCite? This could allow you to follow citations of 
data. As soon as the data is in for the first time, get the marker on it. It 
should support data citation in general. 

8. Interoperability of archival solutions with discovery systems used by specific 
research communities. 

9. Don't rule out being a shared archiving solution at this stage of the game. 
Don't assume that everything will be done at the institutional level. It creates 
duplication and not all will have the ability to provide one. 

10. How do we manage unique identifiers? Give people the ability to say, 'I have 
already cited this,' otherwise we stick an identifier on it. 
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APPENDIX A 

DTR WORKSHOP ISSUE PRIORITIZATION 

Research Data Management Chal lenges 
DTR 

Prior i ty 
on 3.0 
Scale 

Pr ior i ty IA: 

Need for a nimble short-term storage solut ion whi le research is 
underway. 

Al low the researcher to upload their data aka DropBox and 
provide some basic processing to make it  more useful 

Pr ior i ty IB: 

Creat ing balance of local storage for data management and 
centra l archive for long-term access and preservat ion as wel l  as 
the interplay of data between the two. 

2.6 

Pr ior i ty I I :  

Creat ion of workf low processes across the data management l i fe 
cycle.  

1.  Provenance tracking: What has happened to the data over i ts 
l i fet ime, or at least s ince i t  has come under management? 

2.   
3.  Use cases of researchers. Keep it  s imple  
4.   
5.  Flexib le and researcher-centr ic (rather than l ibrary- or archive-

centr ic) - e.g. permit d i f ferent choices for how to handle mult ip le 
vers ions of data sets, correct ions, etc. 

2.6 

Pr ior i ty I I I :  

Can conf ident ia l i ty of data be maintained using cloud storage? 

1.  Lawyer from the U of VA gave a very good response to th is 
quest ion. 

2.   
3.  I  th ink there are a number of ways to do th is e.g. maybe store 

some of the data on a local system with the metadata and other 
bits in the cloud for h ighly sensit ive data. Data mashups in the 

2.3 
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truest sense. 

Pr ior i ty IV: 

Automation of *basic* metadata creat ion and catalogue creat ion. 

1.  Need to create a shared understanding of what "basic" metadata 
means. Our conversat ion clar i f ied that there is a dist inct ion 
between the metadata that is immediately useful to the owner of 
the data (the researcher),  and the metadata that is tradit ional ly 
created by catalogers and used by archive or l ibrary systems. I t  
is th is "owner-userfu l” metadata that we need to encourage; and 
it  becomes an input to the eventual archiv ing process. 

2.3 

Pr ior i ty V: 

Interoperabi l i ty of archiv ing solut ions with discovery systems 
used by specif ic research communit ies. 

1.  Add domain specif ic tools and serv ices as wel l .  
2.   
3.  Design for change, evolut ion, and divers ity in a l l  ways wi l l  be a 

key requirement. 

2.3 

 

Addit ional Requests 

 

 

Management of research data created beyond the inst i tut ion or 
across inst i tut ions.  

2.2 

Providing control led shar ing of f i les (such as box.net) .   2.2 

Ful l  l i fe cycle v iew of storage, backup, repl icat ion and archival.   2.2 

Need to manage and archive very smal l  data sets.   2.2 

Bui ld DTR in phases. Problem too complex 2.2 

Creat ion of work spaces and col laborat ion spaces. 2.1 

Need to manage data access and shar ing with suff ic ient 
granular i ty to manage both pract ices and preferences. 

2.1 

Ear ly involvement in review of data management process is 
cr i t ical and unusual.   

2.0 
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Interoperabi l i ty between local,  inter- inst i tut ional,  d iscip l inary, and 
interdiscipl inary solut ions 

2.0 

What assurances do cloud storage providers in the case of 
subpoena of research data? Relates both to conf ident ia l i ty and 
inte l lectual property protect ion 

1.8 

Management of data that current ly resides in lab 
notebooks. More general ly,  issue of both discipl ine specif ic 
formats and workf low systems 

1.8 

How do we make the data useful - format and access - to the 
consumer of the data? 

1.8 

Provide opportunit ies for l ibrary/ inst i tut ion to add value: e.g., 
c itat ion metr ics, a lt-metr ics, compl iance, cost-shar ing/discounts, 
curat ion, preservat ion 

1.8 

Dspace is not a data repository. Need a solut ion that addresses 
research data use cases. Fedora is ideal for th is - a lot of value 
wi l l  a lso come from projects shar ing Fedora Content Models for 
specif ic domain models. 

1.7 

Creat ing the value proposit ion and approach for researchers 
(sustain ing data vs preservat ion).  

1.7 

Make l icensing s imple (not just open) 
One concern our faculty has expressed is researchers l icensing 
data in ways that makes i t  incapable for them to use i t  because -
- i t 's not l icensed for commercia l  use, or uses an incompatib le 
l icense. Data Management planning is helping th is, but i t  would 
be nice to provide researchers a s impl ist ic l icensing system that 
a l lows the research data to not just be open, but actual ly 
avai lable for other researchers to use. 

1.7 

What is the economic model that a l lows for sustained change? Is 
a shared solut ion demanded by the economics? 

1.6 

The graduate student is often key to metadata, or a l l  data. 1.6 

Address stakeholder requirements for data management & 
access: data publ ishers; journal publ ishers; univers ity; 
researcher; l ibrary & research support; funders 

1.6 

Creat ing citabl i l i ty in data management processes. Could l ikely 
use a system l ike Citat ion Sty le Language 
(http://c itat ionsty les.org/) to make th is easy and f lex ib le. 

1.5 

Preservat ion of the research process where the process i tsel f  wi l l  
become histor ical ly re levant.  

1.5 

Data stewards can touch a re lat ively smal l  number of 1.5 
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researchers. Researchers share data management plans with 
each other & take language from websites for the DMP (e.g., 
copy repository pol ic ies into DMP) 

Support, col laborat ion, shar ing for the newly formed research 
data managementt serv ices funct ion at the univers ity. 

1.5 

Management of raw data that wi l l  not be part of the publ ished 
results.  

1.5 

The data must be archived where i t  is housed. The 
interdependencies and context are cr i t ical.  

1.4 

Need to safeguard the archive, but create a fu l l  ecosystem that 
a l lows capabi l i ty needed outside the archive. Data archives often 
have responsibi l i t ies that are dist inct from those of data access 
environments. They need to fu l f i l l  those roles before branching 
out into others. 

1.4 

There is very h igh var iabi l i ty in data management processes both 
with in and across domains and departments. Given our 
experience we say that "70-80%" of the requirements across al l  
domains are the same, so we should be able to provide at least 
80% of the solut ion. 

1.3 

Storage management. Current vendor solut ions don't meet 
complexity of needs. Gluster is an interest ing storage 
management solut ion. 

1.3 

Need for common export and standards for e lectronic lab 
notebooks - both specif ic and metaphorical notebooks. This is 
not so much an open standards process, though that helps 
interoperabi l i ty,  but discover ing a good way to handle divers ity 
and change. 

1.3 

Clear pol icy on data management 
I f  the process of data managements ideal ly starts upfront when 
the researcher begins to col lect data, then there is a need to 
work through and develop clear pol icy and also develop tools 
that wi l l  ref lect th is. 

1.3 

Absence of archival of research data. This may be because there 
is no incent ive, nor support to assist the researcher in the proper 
archiv ing of data. 

1.2 

What are the r ight ro les and responsibi l i t ies for p lanning and 
management throughout l i fe cycle. 

1.2 

Competit iveness of data management plana wi l l  increase in 
review of proposals. Must get ahead of th is.  

1.2 
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Should be able to check compliance issues re lated to the 
research data. Use records and compliance systems concepts. 
No need to re invent the wheel 

1.2 

Local management prevents shar ing and reuse.  1.1 

Need for a pol icy framework for data management plans.  1.1 

Abi l i ty to access and share proven negat ives and re jected 
papers. 

1.1 

How do we draw faculty into engagement with us given value of 
faculty freedoms? 

1.0 

What is the records management process for the data mgmt 
plan? 

0.9 

How can old data be ident i f ied and detected before i t  is lost? 
How do you faci l i t iate researcher curat ion of their  data -- 
especia l ly when the research may have moved on to other 
problems. Bui ld ing durable URLs that are not necessar i ly 
assumed to be "forever", but come attached with a l i fespan. 

0.9 

Size, type of updates, and range of data types growing 
exponent ia l ly,  especia l ly in socia l  sciences. (Can I  get a copy of 
a l l  of Facebook for analysis?) 

0.9 

'Just in t ime' tutor ia ls for researchers on var ious aspects of the 
research data l i fecycle. I  bel ieve most researchers understand the 
data l i fe cycle. What is missing is the incent ive to th ink more 
clear ly upfront about the value of data management. 

0.6 
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APPENDIX B 

WORKSHOP PARTICIPANTS 

The following participants attended the workshop and contributed to this report. 

Advising Contributors 
Micah Altman Harvard University 
Mark Leggott University of Prince Edward Island 
Thorny Staples Smithsonian Institute 
Madelyn Wessel University of Virginia 
Institutional Participants 
Karim Boughida George Washington University 
Tim Dilauro The Johns Hopkins University 
Steve Gass MIT 
Geneva Henry Rice University 
Mary McEniry ICPSR 
Susan Wells Parnham Georgia Tech 
Terry Reese Oregon State University 
Gail Steinhart Cornell University 
Brian Westra University of Oregon 
Mike Wright NCAR 
Project Team Members 
James Yoon Fluid Project 
Bill Brannan DuraSpace 
Dan Davis DuraSpace 
Jonathan Markow DuraSpace 
Brad McClean DuraSpace 
Andrew Woods DuraSpace 
 


